
Industry Clusters, Trade, and Growth∗

PRELIMINARY DRAFT

W. Walker Hanlon

December 7, 2012

Abstract

An increasing body of empirical evidence suggests that localized spillovers within and
across industries exist and are economically important. In this context, trade, by re-
allocating industries across locations, will affect the set of spillovers available in each
location with dynamic implications. This study introduces a simple two-country Ri-
cardian trade model in order to consider the implications of such spillovers for the
relationship between trade and growth. The novel features of the model are that it
allows us to work with complex patterns of inter-industry spillovers, including industry
clusters, and that it incorporate three key channels through which trade affects growth
in economies characterized by spillovers. Several new results emerge. First, I find that
trade can increase growth in both trading economies, if it acts to concentrate firms and
industries that share spillovers in the same locations (cluster building trade). How-
ever, trade may also decrease growth in both trading economies, if it acts to separate
industries sharing spillovers into different locations (cluster destroying trade). Which
result emerges depends on the pattern of spillovers between industries and the initial
technology levels in each country. These findings are robust to allowing labor migration
between location. Furthermore, I show that in a setting with inter-industry spillovers,
both countries may find it mutually optimal to temporarily delay trade liberalization, or
to gradually liberalize trade one industry at a time, if doing so allows existing industry
clusters to strengthen so that once full liberalization occurs trade is cluster building.
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1 Introduction

Since Marshall (1890), economists have been interested in the possibility that spillovers

between firms operating in the same location may be economically important. For many

years, generating rigorous empirical evidence of these spillovers eluded researchers. Re-

cently however, a number of studies have provided evidence highlighting the importance

of localized spillovers between firm, both within the same industry and across industries

(Ellison & Glaeser (1997), Henderson (2003), Javorcik (2004), Kugler (2006), Green-

stone et al. (2010), Ellison et al. (2010), Hanlon (2012)).1 In addition, it appears that

these spillovers are generally highly localized, sometimes in distances as short as the

block level (Jaffe et al. (1993), Adams & Jaffe (1996), Bottazzi & Peri (2003), Arzaghi

& Henderson (2008), Kerr & Kominers (2010)).2

What are the implications of localized spillovers for the relationship between trade

and growth? Classic trade models predict that trade liberalization or falling transport

costs will cause industries to reallocate across locations based on static comparative

advantage. Yet if firms share spillovers that generate dynamic effects, then this re-

allocation will have dynamic consequences. This point has been explored in previous

work by Young (1991) and Matsuyama (1992).3 Both of these studies make strong as-

sumptions about the patterns of available spillovers. Matsuyama (1992) includes only

two industries, and allows only one of these (manufacturing) to generate spillovers.

Young (1991) incorporates many industries, but in his model any industry that gener-

ates spillovers benefits every other industry to exactly the same extent. Given these

strong assumptions, these studies suggest that trade liberalization will tend to increase

growth in leading countries, while retarding growth in follower countries. This occurs

because in their models trade liberalization will result in the high growth industries –

those that produce the most spillovers – locating in the leading economy.

1
See Rosenthal & Strange (2004) for a more thorough review of some of this literature.

2
There is also a set of studies that study whether these spillovers tend to be stronger within countries

than across countries. This literature includes work by Irwin & Klenow (1994), Jaffe & Trajtenberg (1999),

Eaton & Kortum (1999), and Branstetter (2001), and Keller (2002). However, these studies are likely to be

at a level which is too large, geographically, to identify the types of spillovers that I am interested in here.
3
See Grossman & Helpman (1994) for a review of some of this literature.

2



This study advances the previous work by introducing a two-country trade model

that incorporates a more complex patterns of spillovers within and across industries.

This is important for two reasons. First, it is more in line with existing empirical

evidence, which suggests that, rather than each industry sharing equal spillovers with

every other industry, there are likely to be clusters of related industries. This feature is

highlighted in case study work by Jacobs (1969) and Porter (1990) as well as in more

recent quantitative work by Hidalgo et al. (2007). Second, as I will show, allowing for

more complex patterns of inter-industry connections significantly changes the results

generated by the theory.

One contribution of this paper is to identify three key channels through which trade

affects growth in an economy characterized by spillovers. First, opening to trade will

naturally act to concentrate producers in the same industry in the same locations. If

there are localized within-industry spillovers, then this impact, which I call the con-

centration effect
4, will act to accelerate growth in all trading economies in almost all

cases.5 Second, if there are localized spillovers between firms in different industries,

and trade reallocates industries across locations, then it will act to break some spillover

linkages between industries, or to build others, thus affecting growth. I call this the

spillovers effect. Finally, if industries differ in their potential for generating spillovers,

then when trade reallocates industries across locations some locations are likely to gain

more dynamic industries, and experience faster growth, while others lose. This composi-

tion effect drives the results found in previous studies by Young (1991) and Matsuyama

(1992).

The main result obtained in this paper is that, in a world characterized by inter-

firm spillovers, trade need not increase growth in one economy while depressing it in

the other. Rather, trade may increase growth in both trading economies, or it may

decrease growth in both trading economies. Which of these results obtains depends on

4
Urban economists would refer to this as the localization effect. I avoid this terminology because all

of the effects I consider are localized, so calling only one of them the localization effect may cause some

confusion.
5
I will discuss one case in which trade can decrease growth through this channel, but this case is unlikely

to be relevant to real economies.
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the pattern of static comparative advantage. If this pattern is such that trade acts to

concentrate in the same locations industries that share mutual spillovers, then this will

increase growth in both economies. I call this cluster building trade. In contrast, if the

pattern of initial comparative advantage is such that trade acts to separate industries

sharing mutual spillovers, then this may decrease growth in both economies. I call

this cluster destroying trade. Thus, the relationship between trade and growth in this

setting depends on how static comparative advantage interacts with the pattern of

inter-industry spillovers.

A second set of results have to do with the timing of trade liberalization. I show

that temporarily delaying trade liberalization may be beneficial for all trading partners

in a setting in which there are significant inter-industry spillovers. The intuition is that

delaying trade liberalization allows time for industry clusters to develop in each coun-

try, such that when trade liberalization occurs it is cluster building rather than cluster

destroying. This delayed liberalization may take the form of gradual liberalization in

which tariffs are removed in some industries while liberalization of other industries is de-

layed for some amount of time. These results offer an alternative explanation for gradual

trade liberalization in which delaying liberalization improves economic growth for both

trading economies and his therefore mutually preferred to immediate liberalization.

While this study takes advantage of a trade model, it is best thought of as a com-

parison between two cities because of the highly localized nature of many spillovers.

If these cities are located in different countries, then the model has implications for

international trade. However, it can also be applied to comparing cities within a coun-

try. The main difference here is that we tend to think of labor as (relatively) immobile

across countries but mobile within countries. However, I show that allowing perfect

factor mobility does not change the key results of the model. Thus, my findings are

relevant for both national and international contexts.

This paper is related to an existing literature on infant industry protection which is

too large to review here.6 As with previous work on this topic, I emphasize the role of

6
Melitz (2005) provides a nice review of work on this topic. Perhaps the most closely related recent paper

is Rodrguez-Clare (2007).
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dynamic learning effects. However, I depart from most of the existing literature in that I

include dynamic externalities between firms in different industries. It may seem natural

that such cross-industry effects are secondary compared to within-industry effects, but in

fact there is some evidence that the opposite may be the case. For example, in studying

FDI, both Javorcik (2004) and Kugler (2006) find evidence of productivity spillovers

from FDI firms to firms in other industries, such as their upstream suppliers, while

evidence of within-industry spillovers is more mixed (Haddad & Harrison (1993), Aitken

& Harrison (1999)). Kugler argues that this is not surprising given that firms may

be less likely to share information with their competitors than with their suppliers or

customers. Thus, the cross-industry features emphasized here may be just as important,

perhaps even more important, than the within-industry effects emphasized by most of

the infant industry literature.

The next section introduces the model while Section 3 uses it to analyze the rela-

tionship between trade and growth. Section 4 considers the implications for the timing

of trade liberalization. Section 5 describes how my results extend to a setting in which

labor is freely mobile and Section 6 concludes.

2 Model

This section describes a two-country Ricardian trade model in which inter-industry

spillovers matter, they are geographically localized, and they may come in the form of

clusters of related industries. I begin by introducing a closed economy model before

turning to the open economy setting. The model is dynamic with continuous time

but for simplicity both firms and consumers are myopic. Thus, I can solve the static

equilibrium in each period separately given the initial technology level. The dynamic

element of the model occurs through the allocation of labor across industries in one

period, which influences the initial technology level in each industry in the next through

learning-by-doing spillovers.

This dynamic framework may seem overly simplistic so I want to be clear about

the benefits of this approach. Using a very simple dynamic framework will make it
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possible for me to deal with complex patterns of inter-industry spillovers. Moreover,

my simplifying assumptions are in line with most of the existing literature on this topic.7

2.1 Closed economy model

The model economy is composed of n industries, each producing one good. Labor is

the only input into the production process. All output is consumed by individuals in

each period; there is no savings. The model economy admits a representative consumer

with constant relative risk aversion (CRRA) preferences,

� ∞

0

D(t)1−!

1− θ
e−"t dt,

where θ is the coefficient of relative risk aversion, � is the rate of time preference, and

D(t) is consumption in period t. Since individuals are not able to transfer consumption

from one period to another through savings, they will focus on maximizing consumption

in each period. Consumption in each period is an index defined over the set of available

goods {x1(t), x2(t), , ...xn (t)} that takes a standard CES form,

D(t) =

�
n�

i=1

xi (t)
#

�1/#

, (1)

where i ∈ (0, ...n) indexes each product (and corresponding industry), and the param-

eter ρ ∈ (0, 1) reflects how willing consumers are to substitute among products. The

price corresponding to each consumption good is pi (t) and the price index over all goods

is,

P (t) =




n�

j =1

pj (t)
1−$





1
1−!

. (2)

The parameter σ = 1/(1− ρ) ∈ (1,+∞) is the elasticity of substitution between prod-

ucts. Each consumer is endowed with one unit of labor. Thus, the economy budget

constraint is,

7
See, for example, the discussion in Melitz (2005).
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w(t)L = D(t)P (t), (3)

where w(t) is the wage. Demand for each good is a function only of the aggregate

consumption index, aggregate price index, and the good’s price:

xj (t) = D(t)

�
pj (t)

P (t)

�−$

. (4)

There are many perfectly competitive firms within each industry indexed using the

subscript k. All firms within an industry share the same technology level Ai (t) for

industry j in period t. This reflects an assumption that it is relatively easy for firms

to copy technology from their nearby competitors. Firms employ a simple production

function,

xik (t) = Ai (t)Ljk (t), (5)

in which labor, the only rival input into production, is combined with the industry

technology to generate output.

Given the demand for each product, firms will attempt to maximize profits in com-

petition with the other firms in the industry. Perfect competition implies that price

equals marginal cost, so the price of any good i in period t is,

pi (t) =
w(t)

Ai (t)
. (6)

Output at the firm level is ambiguous, but because production exhibits constant

returns to scale I can focus on aggregate industry output. The aggregate output of an

industry must equal the demand for goods in that industry given by Equation 4. This

allows me to pin down employment in each industry as a function only of the technology

level in the industry, aggregate output, and aggregate prices,

Li (t) = D(t)P (t)$Ai (t)
$−1w(t)−$ . (7)
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Industry employment is increasing in the industry’s technology level, and this is the

only industry-specific factor affecting employment. Dividing Equation 7 for industry i

by the same expression for some other industry j, and summing over all j, I derive the

following useful expression for employment in each industry,

Li (t) =

�
Ai (t)$−1

�n
j =1 Aj (t)$−1

�
L, (8)

where L is the total quantity of labor in the economy. This equation shows that employ-

ment in any industry depends only on how that industry’s technology level compares

to the technology levels of the other industries in the economy. With σ > 1, workers

will flow towards industries with relatively better technology. How much technology

differentials influence the distribution of employment across industries depends on how

willing consumers are to substitute one product for another, as reflected in the σ − 1

term. The more willing consumers are to substitute (the higher is σ), the more workers

will be pulled into industries with better production technologies. I now turn to the

determination of the industry technology levels.

Technological improvements occur as a result of learning-by-doing, as in Arrow

(1962) and Lucas (1988). These learning-by-doing effects are at the industry level

and external to firms. The amount of technological advance in an industry depends on

the amount of learning generated in the previous period that the industry benefits from.

An industry can benefit from both learning generated within that industry as well as

from learning spillovers from related industries. The amount of learning generated in

industry j that industry i benefits from in period t is equal to τ ji Ljt . Thus, there is

an n× n matrix of τ ji parameters that represent the amount of learning generated by

one unit of employment in industry j that is usable in industry i. The only restriction

on these parameters is τ ij ∈ [0, 1] for all i and j. Because learning is implemented

by workers, it is assumed that only active industries can benefit from learning-induced

technological progress. The change in industry i’s technology in period t is then given

by,
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dAi (t)

dt
=






�n
j =1 τ

ji Lj (t) if Li (t) > 0

0 otherwise .
(9)

Given initial technology values, we can calculate employment in each industry using

Equation 8. This in turn gives technology growth according to Equation 9.

2.2 Open economy model

The open economy model has two countries, home and foreign, with no learning spillovers

across countries. The assumption of no international learning spillovers is extreme, but

it is intended only as a simplification of a world in which localized learning spillovers

are significantly stronger than international learning spillovers.8 The * superscript will

be used to denote foreign values. Trade patterns in any period depend on the distri-

bution of technology levels within the economies, in the Ricardian tradition. Following

Dornbusch et al. (1977), we can reorder the industries based on relative technology

levels:

A1(t)

A∗
1(t)

≥ A2(t)

A∗
2(t)

≥ · · · An (t)

A∗
n (t)

.

In equilibrium, this chain of productivities will be cut by the relative wage, ω =

w(t)/w∗(t) such that Home produces all products with Ai (t)/A∗
i (t) > ω and Foreign

produces all products with Ai (t)/A∗
i (t) < ω. It is possible that there is one industry

with Ai (t)/A∗
i (t) = ω, which may exist in both countries.

Relative wages will adjust to equate each country’s revenues and expenditures. I

define z ∈ [0, n] to be a continuous variable describing which products are produced by

each country as follows. Let fl(z) equal the first integer value less than or equal to z.

Then home produces all products with industry index values i ≤ fl(z) and produces

a fraction z − fl(z) of products in the industry with index value i = fl(z) + 1. For

instance, if z = 1.5, then home is the only producer in industry i = 1 and produces half

8
This assumption is supported by Branstetter (2001) who finds that, “knowledge spillovers are primarily

intranational in scope” (emphasis in original).
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of the output in industry i = 2 as well.

Following a procedure similar to Dornbusch et al. (1977), I derive a balanced trade

condition by equating the production of each good to the world demand for that good. I

skip the derivation, which can be found in Appendix A, but note that it on the demand

equation (Equation 4), and the relationship between prices and technology levels in

Equation 6. Setting ẑ = fl(z) + 1, we have the balanced trade condition,

ω(z) =

�
L∗

L

�1/$

η(z), (10)

where,

η(z) =

��f l (z)
j =0 Aj (t)$−1 + (z − fl(z))Aẑ(t)$−1

�n
k=ẑ Ak (t)∗$−1 + (ẑ − z)Aẑ(t)∗$−1

�1/$

.

Note that this expression differs from the balanced trade condition in the standard

Dornbusch et al. (1977) model only in the η(z) term, which is slightly more complex

than its analog in the standard model. This difference results only from the fact that

we are considering a discrete set of industries, rather than the continuum used in the

Dornbusch et al. (1977) model. The η(z) term reflects the level of technology used in

Home for the set of goods produced there relative to the technology used in Foreign for

the set of goods produced in Foreign, just like the analogous term in Dornbusch et al.

(1977). This is a continuous function with the following properties: as z → 0, η(z) → 0

and the relative wage line will go to zero, and as z → n, η(z) → +∞ and the relative

wage line goes to +∞.

I can also express the relative productivity as a function of z. Since I have ordered

industries by relative productivity, this will be a decreasing step function of z,

ω(z) =
A(t, z)

A∗(t, z)
. (11)

Figure 1 graphs the relative productivity and balanced trade lines. Since the bal-

anced trade line is continuous, equals zero when z = 0, and approaches +∞ as z → n,

we know that an equilibrium will exist. Also, the decreasing relative productivity line

10



Figure 1: Open Economy Equilibrium

must cross the strictly increasing balanced trade line only once, so the equilibrium trade

pattern will also be unique.

Once the trade pattern has been determined, the labor allocation within each country

will follow a pattern very similar to the closed economy case. Labor demand for those

industries active in Home is given by Equation 12 below. A similar expression for the

Foreign economy can be easily derived.

Li (t) =
Ai (t)$−1

�f l (z)
j =0 Aj (t)$−1 + [z − fl(z)]Aẑ(t)$−1

L for industry i ∈ (0, f l(z)) . (12)

Once the labor allocations within an economy are determined, technology will ad-

vance according to Equation 9. Having described how the equilibrium trade pattern

is determined in this open economy model, I now turn my attention to analyzing how

trade affects growth.
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3 Effect of trade on growth

In this section I use the model to illustrate how trade can affect growth. This model

delivers static gains from trade in the initial liberalization period (see Appendix B).

However, my interest will be on the dynamic effects of trade liberalization. It will be

useful to distinguish between three channels through which trade will affect growth in

the presence of spillovers.

The first channel I call the concentration effect: if firms within an industry share

spillovers, then trade, by concentrating industries in one location will act to increase

growth. This channel, which is based on the standard idea of within-industry agglom-

eration economies (sometimes called Marshall-Arrow-Romer spillovers), will (almost

always) cause trade to positively impact growth. This effect has appeared in previous

work on trade and growth such as Devereux (1997).

The second channel I call the spillovers effect: if there are localized spillovers

between firms in different industries, then trade, by reallocating industries across loca-

tions, will break some spillover bonds while strengthening others. This effect will play

a central role in generating the main new results offered in this paper.

The third channel I call the composition effect: if firms in different industries

differ in the amount of spillovers they generate, then trade will affect growth in each

location by redistributing industries across locations. In this case, some locations will

gain while others will lose. This effect drove the results generated by Matsuyama (1992)

and Young (1991).

The overall effect of trade on welfare will depend not only on how trade affects

growth, but also on whether these effects are offset by the static gains from trade.9

Even if trade is cluster destroying and reduces the rate of technological progress and

output growth, liberalization may still increase welfare if the static gains are large and

the discount rate is sufficiently high. Thus, any welfare analysis of the impact of trade

on growth must take these factors into account. In this paper I abstract from such a

welfare calculation, which relies crucially on estimates of the discount rate, and focus

9
This point dates back to Bastable (1921). See discussion in Melitz (2005).
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instead on the impact of trade on technological progress and output growth.

Thus far, I have place only minimal restrictions on the number of industries, the

pattern of spillovers, and the set of initial technologies. To facilitate the analysis, I will

now make a number of simplifying assumptions. These will allow us to clearly see the

effects of interest and to derive analytical solutions. However, the previous model can

be solved numerically for any number of industries, any pattern of spillovers, and any

set of initial conditions.

The remaining analysis will consider two economies that are mirror-images of one

another in terms of their initial technology levels across industries. Using mirror-image

economies will allow differences between them while significantly simplifying the anal-

ysis. I will also focus on an economy with only four industries. This is the minimum

number needed to undertake the analysis, since it allows for the existence of two clusters

of related industries, with two industries in each.

3.1 The concentration effect

Opening to trade will contribute to growth through the concentration effect whenever

there are within-industry spillovers. To explore this avenue, I consider the spillovers

matrix in Table 1 which includes only within-industry spillovers of size τW . In this

matrix, the spillovers effect has been “turned off” by setting the cross-industry terms

to zero. The composition effect is also absent, since all industries produce the same

amount of spillovers.

Table 1: Spillover matrix – within-industry spillovers only

Receiving Industry
1 2 3 4

Sending
1 τ 0 0 0
2 0 τ 0 0

Industry
3 0 0 τ 0
4 0 0 0 τ

Using this spillover matrix, I obtain the following result.
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Proposition 1 Given the spillovers matrix shown in Table 1, trade liberalization in

the initial period raises utility in every period over what would have been achieved had

the economy remained in autarky.

A formal proof is available in Appendix C. Figure 2 shows the impact of trade on

total income operating through the concentration effect for one set of parameter values.

Note that the impact of trade on the two economies will be identical, so they will have

the same consumption level in this example. We can see that trade liberalization in

the first period leads to static gains from trade and also increases the rate of income

growth.10

Figure 2: Comparing open and closed economies with within-industry spillovers

Spillovers matrix

.2 0 0 0

0 .2 0 0

0 0 .2 0

0 0 0 .2

Initial technologies

Industry: 1 2 3 4

Home 10 10 5 5

Foreign 5 5 10 10

10
There is one case in which the concentration effect will not increase growth in both trading economies.

Suppose that there are three industries such that under trade home produces in industry one, foreign

produces in industry three, and industry two is divided evenly between them. Also, suppose that home

is more productive in industry one than in industry two and foreign is more productive in industry three

than in industry two. If within-industry spillovers occur only in industry two (or are much stronger in that

industry), then trade will split industry two across the economies. As a result, employment in industry two

will not rise in either location and thus trade will not increase growth through the concentration effect. It is

important to note that, unlike other results I will discuss, this example depends on the importance of a single

marginal industry. As the number of industries grows, the marginal industry will become less important

and this outcome will be increasingly unlikely, so this possibility is unlikely to be meaningful a real economy

with many industries. Thus, I will not consider it further and in general I think of trade operating through

the concentration effect as accelerating technological progress.
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3.2 The spillovers effect

In order to focus on the spillovers effect, I “turn off” the concentration effect by elim-

inating within-industry spillovers. The spillovers matrix that I begin with is shown in

Table 2 below. There are two industry clusters in this economy, with the first cluster

comprised of industries one and two, and the second comprised of industries three and

four.

Table 2: Spillover matrix – cross-industry spillovers only

Receiving Industry
1 2 3 4

Sending
1 0 τ 0 0
2 τ 0 0 0

Industry
3 0 0 0 τ
4 0 0 τ 0

Cluster building trade occurs when trade acts to concentrate related industries in

a location. This occurs whenever, based on comparative advantage, related industries

naturally end up in the same location under trade. In this example, trade will be cluster

building if home has a comparative advantage in industries one and two and foreign has

a comparative advantage in industries three and four (or vice versa).

Proposition 2 With two mirror-image economies and the spillovers matrix given in

Table 2, cluster building trade (CBT) will occur when home has an initial comparative

advantage in industries 1 and 2 while foreign has an initial comparative advantage in

industries 3 and 4 (or vice versa). Under CBT, the technology used in each industry

will be more productive than the technologies used in that industry (in either location)

under autarky.

A formal proof is available in the Appendix. Figure 3 shows a simulation of the

impact of trade on growth through the spillover effects. Again, the consumption level

in the two economies will be identical. Trade is cluster building because home has an

initial comparative advantage in industries 1 and 2, which share spillovers, while foreign

15



has an initial comparative advantage in industries 3 and 4. We can see that there are

both static and dynamic gains from trade in this context.

Figure 3: Comparing open and closed economies with cluster building trade

Spillovers matrix

0 .2 0 0

.2 0 0 0

0 0 0 .2

0 0 .2 0

Initial technologies

Industry: 1 2 3 4

Home 10 10 5 5

Foreign 5 5 10 10

While cluster building trade leads to better technology, different initial technology

levels can result in cluster destroying trade, which can result in lower technology in all

industries and locations. Cluster destroying trade occurs when trade acts to separate

related industries into different locations. This occurs whenever, based on comparative

advantage, related industries naturally end up in different locations. In this example,

trade will be cluster destroying if home has a comparative advantage in industries one

and three and foreign has a comparative advantage in industries two and four. The

following proposition describes my primary result regarding cluster destroying trade.

Proposition 3 With two mirror-image economies and the spillovers matrix given in

Table 2, cluster destroying trade (CDT) will occur when home has an initial comparative

advantage in industries 1 and 3 while foreign has an initial comparative advantage in

industries 2 and 4 (or vice versa). Under CDT, the technology used in each industry

will be less productive than the technologies used in that industry (in either location)

under autarky. Moreover, the growth rate in technology will be lower under CDT than

the growth rate obtained under autarky whenever τ > 0.
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A formal proof is available in the Appendix. Figure 4 illustrates these results graph-

ically for one set of parameter values. Here we can see that Home will have an initial

comparative advantage in industries 1 and 3, while Foreign will have an advantage in

industries 2 and 4. Thus, free trade will act to separate the industries sharing spillovers,

breaking their spillover bonds and reducing growth, in this case to zero. Since I am

working with mirror-image economies, they will share the same consumption level in

this example. While both economies experience temporary static gains from trade, this

are quickly offset by the slower dynamic growth rate. Thus, unless the discount rate is

high, free trade will reduce utility for both economies in this scenario.

Figure 4: Comparing open and closed economies with cluster destroying trade

Spillovers matrix

0 .2 0 0

.2 0 0 0

0 0 0 .2

0 0 .2 0

Initial technologies

Industry: 1 2 3 4

Home 10 5 10 5

Foreign 5 10 5 10

3.3 Composition effect

In all of the examples above, all industries had the same potential to generate spillovers

and drive technological progress. The composition effect requires that industries differ in

their potential for generating spillovers. Thus, to illustrate the composition effect I use

the spillovers matrix shown on the right-hand side of Figure 5, where only industries one

and two generate spillovers. Note that, because these are within-industry spillovers, the

composition effect will also be operating in this example. Given the initial technology

levels shown at the bottom right of Figure 5, Home will have an initial comparative
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advantage in industries one and two.

The graph on the left-hand side of Figure 5 compares income under autarky and

trade for the two economies. We can see that trade generates static gains for both

economies, but it also reduces the income growth rate for economy two. Since trade

causes economy two to specialize in industries three and four, technological progress

in that economy ceases. However, income continues to grow through terms-of-trade

gains. However, trade reduces the overall rate of income growth in economy two, while

increasing it in economy one. This result matches that found by Young (1991) and

Matsuyama (1992). Note also that trade accelerates income growth in the trading

economy, due to the concentration effect.

Figure 5: Comparing open and closed economies with the composition effect

Spillovers matrix

.5 0 0 0

0 .5 0 0

0 0 0 0

0 0 0 0

Initial technologies

Industry: 1 2 3 4

Home 10 10 5 5

Foreign 5 5 10 10

3.4 Discussion: Combining multiple effects

In practice, it is likely that more than one of the effects described above will be operating

at the same time. In general, the concentration effect will act to increase trade in all

trading economies. If there is also cluster building trade, then the spillovers effect and

the concentration effect will work together to accelerate growth under free trade. On the

other hand, when trade is cluster destroying, the spillovers effect and the concentration

effect will work against each other. Under some parameter values and initial conditions,
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the negative impact of cluster destroying trade on growth will dominate the positive

impact of the concentration effect, leading trade to reduce growth in both trading

economies. Whether this occurs will depend on the strength of intra-industry spillovers

relative to inter-industry spillovers. As discussed in the introduction, there is some

reason to think that inter-industry spillovers may be more important than intra-industry

spillovers. Thus, the conditions under which trade acts to reduce growth in all trading

economies are not implausible. How often these conditions actually occur is ultimately

an empirical question.

4 Mutually preferred delay of liberalization

It is common for developing countries to protect domestic industries under high tariff

barriers until a certain stage of development is reached and then to begin liberalizing

trade. This raises two questions. First, can this be an optimal strategy for developing

countries to follow? Second, does this necessarily reduce the welfare of other countries?

In classic trade models, the answers to these questions are that remaining in autarky

is never an optimal strategy and that delaying liberalization reduces welfare in other

trading nations. In infant industry models, such as Krugman (1987), it may be optimal

for one country to delay liberalization. However, this will still harm a country’s trad-

ing partners, both by delaying the static gains from trade and by reallocating growth

industries towards the economy that delays liberalization.

In this section I provide an example showing that, in an economy characterized by

inter-industry spillovers, both trading economies may prefer to agree to a temporary

delay of trade liberalization. The intuition behind this result is that delaying liber-

alization can allow existing clusters to strengthen in both trading economies, so that

liberalization, when it occurs, results in cluster building rather than cluster destroying

trade, accelerating technology growth in both countries. Because I am interested in

trade policy, I will confine this discussion to the imposition or removal of trade barriers.

However, numerous authors have pointed out that even when erecting temporary trade

barriers leads to better outcomes than full liberalization, these instruments are often
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less effective than alternative policy instruments such as domestic subsidies.

To understand how delaying trade may increase growth in an economy, consider the

example shown in Figure 6. Note that this example is similar to the cluster destroying

trade example shown earlier, except that the initial technology levels are slightly differ-

ent. As before, we continue to work with two mirror image economies, so they will share

the same income level in all periods. It is still the case that Home (Foreign) will have an

initial comparative advantage in industries one and three (two and four) so that trade

will be cluster destroying if trade liberalization occurs immediately. However, note that

Home has a strong comparative advantage in industry one. As a result, without trade,

a relatively larger fraction of Home employment will concentrate in industry one, re-

sulting in rapid technological progress in industry two. Eventually this will lead to a

shift in the level of comparative advantage so that under free trade Home will specialize

in industries one and two while Foreign will specialize in industries three and four, i.e.,

trade will be cluster building.

The left-hand panel of shows income under three different scenarios: (1) immediate

liberalization, (2) no liberalization, and (3) delaying liberalization until trade becomes

cluster building. We can see that immediate liberalization results in cluster destroying

trade, so that the static gains from trade are likely to be offset by slower growth than

in the closed economy scenario. However, delaying liberalization allows Home to gain

a comparative advantage in industry two while Foreign gains a comparative advantage

in industry three. Thus, once liberalization occurs trade is cluster building and the

economies enjoy the static benefits of trade as well as accelerated income growth. This

shows that, as long as the discount rate is not too high, countries may prefer to mutually

agree to delay trade liberalization for a certain length of time.
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Figure 6: Example of when delaying liberalization may be preferred by both countries

Spillovers matrix

0 .2 0 0

.2 0 0 0

0 0 0 .2

0 0 .2 0

Initial technologies

Industry: 1 2 3 4

Home 10 4 5 2

Foreign 2 5 4 10

These results are related to a substantial literature aimed at explaining why trade

liberalization often occurs gradually over time, such as in the multiple rounds of GATT

and WTO negotiations (Staiger (1995), Devereux (1997), Furusawa & Lai (1999), Bond

& Park (2002), Chisik (2003), Zissimos (2007), etc.). A central theme in this literature

has been that trade liberalization requires self-enforcing agreements between countries.

Thus the sustainable tariff level depends on conditions within a country. If these con-

ditions evolve slowly over time due to factors such as sector-specific skills or labor

adjustment costs, then liberalization may preceded gradually. The model offered in this

paper generates an alternative explanation for gradualism while abstracting away from

the need for self-enforcing agreements between countries (which are surely important).

Instead, countries may delay liberalization in order to allow lagging industries in their

natural industrial clusters to develop so that when liberalization occurs it is cluster

building.

While I have shown that delaying trade liberalization in all sectors may be preferable

to immediate liberalization, an even better strategy may be delaying liberalization in

some industries while immediately liberalizing others. This point is illustrated in the

example shown in Figure 7. This example uses the same initial conditions as the example

in Figure 6, but instead of delaying trade in all industries, trade is immediately allowed
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in industries one and four, the industries in which Home and Foreign (respectively)

have the strongest comparative advantage. We can see that this strategy has two effects

relative to delaying liberalization in all industries. First, it reduces the short-term losses

from forgone gains from trade. Second, by increasing the size of industry one in Home

and industry four in Foreign it reduces the delay needed for Home to gain a comparative

advantage in industry two and Foreign to develop a comparative advantage in industry

three. Reducing the length of the delay further reduces the lost gains from trade while

also hastening the onset of sustained technological progress.

Figure 7: Gradual liberalization by industry

Spillovers matrix

0 .2 0 0

.2 0 0 0

0 0 0 .2

0 0 .2 0

Initial technologies

Industry: 1 2 3 4

Home 10 4 6 2

Foreign 2 6 4 10

This section has shown that the existence of inter-industry spillovers can generate

incentives for countries to delay trade liberalization and that these delays may be mu-

tually beneficial. This may generate a form of gradualism characterized by immediate

liberalization of some industries but delayed liberalization of others. Given data on the

pattern of inter-industry spillovers and initial technology levels, the model can poten-

tially be used to make empirically testable predictions about the specific industries in

which we would expect to see delayed liberalization.
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5 Labor mobility

In the previous analysis I considered the impact of trade on locations in different coun-

tries, following the tradition in trade theory of assuming that labor is immobile across

locations. However, the basic arguments made in this paper can also be applied within

countries. To extend the analysis to the within-country setting, I must consider out-

comes obtained when labor is allowed to move across locations, starting from a point

where the two locations have equal initial populations.

The main effect of allowing labor mobility in this model is that the pattern of trade

will depend on absolute rather than comparative advantage. In other words, industry

i will never operate in foreign if home has better technology in that industry, and vice

versa. Employment in each industry will occur only in the location with the highest

technology level, and labor will flow between locations accordingly. I now consider each

of the examples above while allowing for labor mobility.

To begin, consider the concentration effect example shown in Figure 2 but with

mobile labor. In this case, absolute and comparative advantage correspond in all periods

and thus, allowing free labor mobility will not affect the result. Next, consider the

examples of cluster building and cluster destroying trade shown in Figures 3 and 4.

Again, in these examples absolute and comparative advantage initially correspond, so

that the initial division of industries will be just as before. Moreover, since all industries

will grow at the same rate, there will be no need for future reallocations of labor. Thus,

when only the spillovers effects operate, the same results as I found before continue to

hold even when allowing for free labor mobility.

However, things will change when industries do not all have the same growth po-

tential, i.e., when the composition effect is operating. Because labor mobility rules out

differences in wages across locations, the composition effect cannot reduce incomes for

workers in some locations relative to others. Instead, it will cause the population of one

location to shrink as workers move to the location with the more dynamic industries.

Consider the example of the composition effect shown in Figure 5. We know that

in this case the composition effect will also be operating, since there are intra-industry

23



spillovers. If we allow free trade in this setting, then home specializes in the growth

industries (one and two) while foreign specializes in the no-growth industries (three and

four). Since all industries will initially have the same productivity level in the locations

in which they operate, initially we will not see any labor reallocation. However, as

technology advances in industries one and two, labor will begin moving towards home.

The speed with which this reallocation occurs depends on the elasticity of substitution

between goods. Figure 8 describes the labor reallocation generated using the same

initial conditions and parameter values as in Figure 5, but with free migration, for two

different levels of σ.

Figure 8: Impact of the composition effect under free migration

σ = 4/3, ρ = 0.25 σ = 4, ρ = 0.75

Results are generated using the spillovers matrix and initial conditions shown in Figure 5.

To summarize, this section has shown that when labor is freely mobile, the concentra-

tion and spillovers effects can operate just as before. Labor mobility does not eliminate

the possibility that trade (or migration) may be cluster destroying and therefore may

reduce growth in both trading locations. On the other hand, labor mobility will dull

the differential impacts of the composition effect. Instead of being manifest in income

differences across locations, the composition effect will instead affect the distribution

of population across locations. This suggests that the concentration and spillovers ef-

fects may be more important concerns when considering the impact of increased labor

mobility between locations.

24



6 Conclusion

This paper provides three main contributions regarding the relationship between trade

and growth in economies characterized by inter- and intra-industry spillovers. First, it

identifies the channels through which trade will affect growth in economies characterized

by spillovers. While some of these channels have appeared in previous work, this is the

first study to clearly identify the three key channels through which trade affects growth

through spillovers.

Second, it shows that under some circumstances, trade may increase growth in all

trading economies. On the other hand, trade may also reduce growth in all trading

economies. Which outcome we obtain depends on the pattern of spillovers between

industries and the initial patterns of comparative advantage across countries. These

results extend to a within-country setting in which we allow free labor mobility. These

results contrast with those found in previous studies, such as Young (1991) and Mat-

suyama (1992). The key difference here is that we have considered a richer set of

potential spillover patterns.

Finally, my results suggest that, under some circumstances, both trading economies

may find it optimal to agree to delay trade liberalization. This contrasts with most

previous work, where delaying liberalization will be beneficial to at most one of the

trading partners, while harming the other. A better solution than delaying liberalization

for all industries appears to be liberalization of industries in which a country has a

strong comparative advantage while offering temporary protection to other industries

that share spillovers with a country’s main comparative advantage industries. This

result shares both similarities and differences with the results found in related work by

Rodrguez-Clare (2007). Using a model with only within-industry spillovers, he argues

that countries should focus their policy on promoting sectors in which they have a

comparative advantage. My finding suggests that countries may benefit from protecting

sectors sharing spillovers with their main comparative advantage sectors, particularly

when these related sectors do not have an initial comparative advantage.11 While

11
In his conclusion, Rodrguez-Clare (2007) notes that the existence of inter-industry spillovers provides a

case in which it may make sense for a country to try to promote a sector in which it does not initially have
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these results are slightly different, I view them similar in that they both emphasize

the development of clusters of industries around key sectors in which a country has a

natural comparative advantage.

The model presented in this study is highly stylized. Thus, we may be concerned

about what generalizations can be drawn from the examples described here. It is im-

portant to emphasize that this paper cannot tell us what will happen, but rather what

might happen, as trade is liberalized in economies characterized by spillovers. However,

the simple nature of the model lends itself to quantitative application. If the necessary

data on spillover patterns and technology levels can be gathered, then it should be

possible to use a model such as the one presented in this paper, but perhaps with more

than two countries, to analyze how trade liberalization will affect growth.

While the results presented in this paper might be interpreted as an argument for

industrial policy, my results also highlight the high level of information required to make

effective industrial policy decisions. In particular, in the context I study, successful

industrial policy requires the policy maker to know the pattern of spillovers between

industries. Yet our current understanding of these patterns is rudimentary.

a comparative advantage.
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A Derivation of η(z)

I have defined z such that home produces all goods j ≤ floor(z) where ‘floor(z)’ denotes

the first integer value less than or equal to z and home produces a fraction z− floor(z)

of good j = 1+ floor(z). For example, if z = 1.5 than home produces all of good j = 1

and half of the world output of good j = 2.

If industry j is produced in the home country, then demand for labor in that industry

is Ljt = (xjt + x∗
jt )/Ajt . Using Equation 4 to substitute for xjt and x∗

jt , we have,

Ljt =
DtP $

t p−$
jt +D∗

t P
$
t p−$

jt

Ajt
.

Since this good is produced in home, perfect competition implies that pjt = w/Ajt and,

Ljt = w−$A$−1
jt (DtP

$
t +D∗

t P
$
t ).

Similarly, if product k is produced in the foreign country, then,

L∗
kt = w∗−$A∗$−1

kt (DtP
$
t +D∗

t P
$
t ).

Finally, if a product is produced partly in home and partly in foreign (the marginal

product), then defining fl(z) to be the first integer value below z, home will produce a

fraction z − fl(z) of the product and foreign will produce the rest. The labor require-

ments for this product are:

Ljt = w−$A$−1
jt (DtP

$
t +D∗

t P
$
t )(z − fl(z)),

L∗
jt = w∗−$A∗$−1

jt (DtP
$
t +D∗

t P
$
t )(1− z + fl(z)).

Summing over all the products produced in each country, and letting ẑ = fl(z) + 1 we

have,
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L = w−$ (DtP
$
t +D∗

t P
$
t )




f l (z)�

j =0

A$−1
jt + (z − fl(z))A$−1

ẑt



 ,

and,

L∗ = w∗−$ (DtP
$
t +D∗

t P
$
t )

�
n�

k=ẑ

A∗$−1
kt + (ẑ − z)A∗$−1

ẑt

�
.

Dividing the first equation by the second gives,

L

L∗ =

�
w∗

w

�$
��f l (z)

j =0 A$−1
jt + (z − fl(z))A$−1

ẑt�n
k=ẑ A

∗$−1
kt + (ẑ − z)A∗$−1

ẑt

�
.

Reorganize to get,

w

w∗ =

�
L∗

L

�1/$
��f l (z)

j =0 A$−1
jt + (z − fl(z))A$−1

ẑt�n
k=ẑ A

∗$−1
kt + (ẑ − z)A∗$−1

ẑt

�1/$

.

For notational simplicity, I define,

η(z) ≡
��f l (z)

j =0 A$−1
jt + (z − fl(z))A$−1

ẑt�n
k=ẑ A

∗$−1
kt + (ẑ − z)A∗$−1

ẑt

�1/$

.

Now we have,

w

w∗ =

�
L∗

L

�1/$

η(z).

This is the slightly more complicated analog to the demand side condition described

in Dornbusch et al. (1977). As in Dornbusch et al. (1977), when z → 0, η(z) and the

relative wage also approaches zero, while as z → n, η(z) → +∞ and the relative wage

approaches +∞.
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B Static Gains From Trade

It can be shown using fairly standard techniques that both economies in this model

benefit from static gains from trade in any particular period. To begin, I consider the

real product wage of workers in each economy. Real product wages relative to product

j in Home (Wjt ) and Foreign (W ∗
jt ) respectively are defined as follows.

Wjt =
wt

pjt
W ∗

jt =
w∗

t

pjt
.

Under autarky, Home’s price for any good j is pjt = wt /Ajt . With trade, if a product

is produced in Home, then perfect competition implies that pjt = wt /Ajt , while if it is

produced in Foreign, perfect competition implies pjt = w∗
t /A

∗
jt (see Equation 6). Thus,

Home’s real product wage under trade is,

Wt =





Ajt if j produced in Home

wt
w∗

t
A∗

jt if j produced in Foreign
.

If Foreign is producing a product then Ajt /A∗
jt < wt /w∗

t , which implies that Wt =

(wt /w∗
t )A

∗
jt > Ajt . Thus, Home’s real product wage with trade is greater or equal to

its real product wage under autarky, with strict gains for at least one product, proving

that Home enjoys static gains from trade. The same procedure can be used to show

that Foreign also receives static gains from trade in any given period.

C Proof of Proposition 1

I prove the theorem for Home only, but the results apply equally well to Foreign. First, I

show that the average technology level increases faster in the trade liberalization world

than in the autarky world. The change in the average technology level in the trade

(left) and autarky (right) cases, respectively, are,

d

dt



1

z

z�

j =1

Aj (t)



 =
τ

z
and,

d

dt



 1

n

n�

j =1

Aj (t)



 =
τ

n
.
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This, however, is not enough to prove that the consumption index increase more

rapidly in the trade liberalization case because there is still the possibility that even

though the average is increasing more rapidly, the distribution of these technologies is

changing in such a way that the consumption index actually falls.

Using Equation 1 we can see that the distribution of technologies might cause the

consumption index to be higher in the autarky case than in the liberalization case if

either of the following hold:

1. If σ > 2 and the distribution of technologies is spreading out more quickly in the

autarky case than in the liberalization case, or,

2. if σ < 2 and the distribution of technologies is spreading out more slowly in the

autarky case than in the liberalization case.

Consider any two industries i and j that are both produced in home under trade. Let

i < j so Ai (0) > Aj (0). The change in the ratio of technology in these two industries,

in either the autarky or the trade case, is,

d

dt

Aj (t)

Ai (t)
=

Aj (t)$−1

Ai (t)$−1
< 1.

Clearly the better industry will be pulling ahead in either the autarky or trade cases.

However, I am interested in whether the better industry will be pulling ahead faster in

the trade case than in the autarky case. Taking the second derivative for the autarky

and trade cases, respectively, I have,

d2

dt2
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j (t)
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i (t)

= (σ − 1)
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j (t)
$−1
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i (t)

$−1

�
1�n

k=1 A
A
k (t)

$−1

��
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,

and,
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dt2
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j (t)
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If σ < 2 then both of these will be positive, so that the rate at which better industries

pull away will be decreasing over time. Also, when σ < 2 I have,
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The first expression tells us that with σ < 2 the better industries will be pulling

away more slowly with trade than with autarky unless the utility index in the trade case

is sufficiently above the autarky utility index. But since σ < 2 rewards a more equal

distribution of technology, this implies that changes in the distribution of technologies

must further increase the difference in the growth rate of consumption in the trade case

over the autarky case (cumulative with the higher growth in average technology). This

extra benefit from the distribution of technologies ceases only when utility in the trade

case is sufficiently above utility in the autarky case. Finally, the last expression tells us

that even if changes in the distribution of technologies allows utility in the autarky case

to equal utility in the trade case, it could never surpass that level. Overall, this shows

that whenever σ < 2, utility must be higher in the trade case.

If σ > 2 then the rate at which better industries pull away will be increasing over

time,

d2

dt2
AA

j (t)

AA
i (t)

<
d2

dt2
AT

j (t)

AT
i (t)

whenever
n�

k=1

AA
k (t)

$−1 >
z�

k=1

AT
k (t)

$−1,

and,

d2

dt2
AA

j (t)

AA
i (t)

=
d2

dt2
AT

j (t)

AT
i (t)

whenever
n�

k=1

AA
k (t)

$−1 =
z�

k=1

AT
k (t)

$−1.

The first expression tells us that with σ > 2 the better industries will be pulling away

more rapidly in the trade case than in the autarky case, unless the utility index in the

trade case is sufficiently above the autarky utility index. But since σ > 2 rewards a
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more unequal distribution of technology, this implies that changes in the distribution

of technologies must further increase the difference in the growth rate of consumption

in the trade case over the autarky case (cumulative with the higher growth in average

technology). This extra benefit from the distribution of technologies ceases only when

utility in the trade case is sufficiently above utility in the autarky case. Finally, the last

expression tells us that even if changes in the distribution of technologies allows utility

in the autarky case to equal utility in the trade case, it could never surpass that level.

This shows that whenever σ > 2, utility must also be higher in the trade case.

D Proof of Proposition 2

I prove results for industry 1 only, but a similar approach can be used for the remaining

industries. Given comparative advantage in the initial period, home will produce in

industries 1 and 2 under trade, while foreign will produce in industries 3 and 4. To

illustrate this proof, I will use Figure 9. I use the superscripts CBT and AUT to denote

the cluster building trade and autarky values, respectively.

Figure 9: Illustration for proof of Proposition 2

Step 1: First, I show that cluster building trade (CBT) this increases initial tech-

nology growth. In Figure 9, this corresponds to showing that just after the initial

period, technology is growing faster under trade. The initial growth rate in technology
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in industry 1 under CBT is,

dA1(t)

dt

����
t=0

=
τA2(0)$−1

A1(0)$−1 +A2(0)$−1
.

Under autarky, the initial technology growth is,

dA1(t)

dt

����
t=0

=
τA2(0)$−1

�4
k=1 Ak (0)$−1

.

Since A3(0) > 0 and A4(0) > 0, it is clear that growth will initially be faster under

CBT than under autarky. The same approach can be applied to industry 2.

Step 2: Next, I prove, by contradiction, that technology in the home country

will always be higher under CBT than under autarky. Suppose that in some period

technology was actually higher in industry 1 under autarky than under CBT, as shown

after period r in the left-hand panel of the figure. This implies that there must be some

period r in which technology in industry 1 would be the same in the CBT case as under

autarky, so A1(r)CBT = A1(r)AUT , and technology growth faster under autarky at this

point than under CBT, so dA1(t)CBT /dt
��
t=r < dA1(t)AUT /dt

��
t=r . This is possible

only if,

dA1(t)CBT

dt

����
t=r

=
τACBT

2 (r)$−1

ACBT
1 (r)$−1 +ACBT

2 (r)$−1
<

τAAUT
2 (r)$−1

�4
k=1 A

AUT
k (r)$−1

=
dA1(t)AUT

dt

����
t=r

.

Given that A1(r)CBT = A1(r)AUT , this is possible only if ACBT
2 (r) < AAUT

2 (r), which

would imply that there exists some period s < r such that ACBT
2 (s) = AAUT

2 (s),

ACBT
1 (s) > AAUT

1 (s), and dA2(t)CBT /dt
��
t=s < dA2(t)AUT /dt

��
t=s, so that after period

s the AUT technology is higher than the CBT technology. The last expression requires

that,

dA2(t)CBT

dt

����
t=s

=
τACBT

1 (s)$−1

ACBT
1 (s)$−1 +ACBT

2 (s)$−1
<

τAAUT
1 (s)$−1

�4
k=1 A

AUT
k (s)$−1

=
dA2(t)AUT

dt

����
t=s

.

This is possible only if ACBT
1 (s) < AAUT

1 (s), but that contradicts ACBT
1 (s) > AAUT

1 (s),

proving that there is no period r such that A1(r)CBT < A1(r)AUT .
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Step 3: Having shown that for every period A1(t)CBT ≥ A1(t)AUT , I now want to

show that A1(t)CBT ≥ A∗
1(t)

AUT . To do this, I show that A1(t)AUT ≥ A∗
1(t)

AUT for all

t. Note that in the initial period, home has a comparative advantage in industries 1 and

2, and the relative wage under trade equals 1, so A1(0) > A∗
1(0) and A2(0) > A∗

2(0).

I now prove that A1(t)CBT ≥ A∗
1(t)

AUT by contradiction. Suppose instead that

in some period A1(t)CBT < A∗
1(t)

AUT . This implies that there exists some period r

such that A1(r)CBT = A∗
1(r)

AUT and dA1(t)AUT /dt
��
t=r < dA∗

1(T )
AUT /dt

��
t=r . This is

possible only if,

dA1(t)AUT

dt

����
t=r

=
τAAUT

2 (r)$−1

�4
k=1 A

AUT
k (r)$−1

<
τA∗AUT

2 (r)$−1

�4
k=1 A

∗AUT
k (r)$−1

=
dA∗

1(t)
AUT

dt

����
t=r

.

Since I am dealing with mirror image economies, I know that
�4

k=1 A
AUT
k (t)$−1 =

�4
k=1 A

∗AUT
k (t)$−1. Thus, it must be the case that AAUT

2 (t) < A∗AUT
2 (t). This implies

that there must be some period s < r such that AAUT
2 (s) = A∗AUT

2 (s), AAUT
1 (s) >

A∗AUT
1 (s), and dA2(t)AUT /dt

��
t=s < dA∗

2(T )
AUT /dt

��
t=s. The last of these expressions

implies that,

dA2(t)AUT

dt

����
t=s

=
τAAUT

1 (s)$−1

�4
k=1 A

AUT
k (s)$−1

<
τA∗AUT

1 (s)$−1

�4
k=1 A

∗AUT
k (s)$−1

=
dA∗

2(t)
AUT

dt

����
t=s

.

This is possible only ifAAUT
1 (s) < A∗AUT

1 (s), but this contradictsAAUT
1 (s) > A∗AUT

1 (s).

Therefore, there cannot be a period t such that AAUT
1 (t) < A∗AUT

1 (t).

E Proof of Proposition 3

I prove Proposition 3 for industry 1 in home, but a similar procedure can be used for

all other industries and locations. The autarky growth in technology in industry 1 in

home is,

dA1(t)AUT

dt
=

τAAUT
2 (t)$−1

�4
k=1 A

AUT
k (t)$−1

> 0.
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Under cluster destroying trade, the growth rate in industry 1 in home is,

dAAUT
1 (t)

dt
=

τAAUT
2 (t)$−1

�4
k=1 A

AUT
k (t)$−1

= 0.

In other words, under these conditions, CDT eliminates all technology growth, while

technology growth would have been positive under autarky.
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